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Mental disorders, especially stress, are on the rise among university students, negatively impacting 
academic achievement, wellbeing, and long-term health. The present research puts forward a 
data-driven, non-invasive mental stress detection system through a Random Forest Classi�er based 
on self-reported questionnaire responses. The dataset included answers from students at universities 
on di�erent academic, behavioral, and emotional stress indicators. The model was trained and tested 
using an 80:20 train-test split after preprocessing and feature selection. The Random Forest Classi�er 
obtained an accuracy of 91.3%, precision of 89.7%, recall of 90.5%, and F1-score of 90.1%, performing 
better compared to other models like Support Vector Machine and Logistic Regression. Feature 
importance analysis revealed academic workload, sleep deprivation, emotional instability, and 
perceived lack of social support as the most important predictors of stress. The results show the 
potential of machine learning algorithms to facilitate scalable, real-time, and non-invasive stress 
detection. This system provides a valuable tool for mental health monitoring in educational 
institutions and may facilitate timely interventions to enhance student well-being. Future research 
will center on model generalization to a variety of student populations and on coupling with 
real-time digital technologies.
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�e rising prevalence of mental stress among university 
students has become an increasing concern in recent years. 
Stress can substantially impact students' academic performance, 
well-being, and quality of life. Early detection and intervention 
of stress levels are crucial to ensure students receive the required 
support and interventions. In this context, machine learning 
algorithms were found to be a promising means to conduct 
objective and accurate stress detection [1]. �e study aims at 
identifying and analyzing rising levels of stress among students 
with the view to making an early prediction and intervention 
before the stress results in any adverse e�ects on their mental 
health and academic performance.

 Stress, by de�nition, is a subjective phenomenon dependent 
on individual thresholds, environmental stimuli, and 
physiological reactions. �e traditional methods of assessing stress 
levels, including self-report questionnaires, psychological tests, 
and counselor interviews, while helpful, are reactive and su�er 
from limitations such as recall bias, underreporting, and lack of 
timeliness [2,3]. Additionally, because of stigma or lack of 
awareness, students also avoid seeking assistance, further 
compounding the time lag in detection and treatment. Against 
this context, there is an increased interest in the use of digital 
health solutions [4], more so those enabled by arti�cial intelligence 
(AI) and machine learning (ML), to deliver more objective, 
real-time, and non-invasive means of detecting mental stress.

 �is study proposes the design of a machine learning 
system to detect mental stress in university students based on a 
Random Forest Classi�er algorithm. �e system leverages a 

strong set of responses to organized situational questionnaires 
with the option for voluntary physiological signals (if available) 
to have a multi-faceted view of stress patterns. �e survey 
contains questions that measure diverse psychological 
domains—cognitive load, emotional control, social 
engagement, academic pressure, and lifestyles habits—that have 
been proven to tie in with stress levels. In contrast with 
physiological measures that involve the need for specialized 
tools, the surveys o�er a scalable, easily applied data gathering 
approach that remains non-invasive and student-centric.

 �e system takes advantage of machine learning 
algorithms' capabilities in processing a wide range of data 
gathered from students within a university. �is data consists of 
situational questionnaires, physiological indices, and other 
in�uential factors to provide an overall perspective of the 
students' stress levels. By analyzing this dataset, the system aims 
to extract informative features that can e�ectively indicate stress 
levels.

 Machine learning models, especially the Random Forest 
Classi�er, will be utilized to train on the gathered dataset and 
create a stress detection model [5]. �e system, with iterative 
training, will identify patterns and signs of stress, allowing it to 
make successful predictions [6]. �rough iterative training, and 
test accuracy metrics will be used to assess the performance of 
the model to ensure reliability and e�ectiveness in detecting 
stress [7]. �is method reduces over�tting, processes 
high-dimensional data in an e�ective manner, and provides 
variable importance estimates that can be used to determine 

which variables have the highest impact on classifying stress 
levels [5]. �ese features make it the best option for 
constructing a reliable model that will perform well with new 
data and keep high accuracy rates in predictions.

 In addition to the technical bene�ts, there is signi�cant 
potential in the integration of a stress detection system powered 
by machine learning within educational contexts [8]. A 
machine learning-powered system may be utilized as an 
advanced notice tool that will allow identifying high-risk 
students earlier, giving timely psychological attention, academic 
advisement, and well-being intervention [9]. �e real-time 
features of ML models can be implemented in mobile or 
web-based systems, enabling frequent stress evaluation, mood 
monitoring, and automatic noti�cations to mental health 
professionals. Furthermore, data-driven systems o�er a 
standardized and impartial stress evaluation method, 
eliminating the subjectivity involved in manual assessments.

 �e proposed method is also consistent with wider 
directions of digital health innovation and precision medicine, 
where AI and data analysis are increasingly used to guide 
decisions regarding health. In the university environment, this 
can translate into a more inclusive and caring environment, 
where ongoing and unobtrusive monitoring of mental health is 
enabled. With ML algorithms used to identify stress patterns, 
the system can also provide insights into stressors so that 
students can gain increased self-knowledge and develop coping 
skills speci�c to their stress pro�les [10].

 However, the application of machine learning in mental 
health research comes with challenges. �ere are ethical issues 
around data privacy, informed consent, and algorithmic bias 
that must be handled carefully [11]. �e predictability is 
extremely dependent on the diversity and accuracy of the 
training data. �us, adequate e�orts should be made to ensure 
that the dataset includes a representative selection of students 
across varied demographics, academic �elds, and cultural 
backgrounds. Furthermore, although ML systems may be used 
to support stress detection, they must supplement and not 
supplant human judgment and clinical assessment [12].

 In summary, this research aims to �ll the gap between 
technology and student mental health by creating a machine 
learning-based stress detection system. �rough a Random 
Forest Classi�er trained on student questionnaire data, the 
system will be able to give an accurate, objective, and scalable 
means of detecting stress among university students. �rough 
the early detection and timely intervention it enables, this 
method not only improves the well-being of individuals but also 
promotes a more robust and mentally sound academic 
population. �e e�ective deployment of such a system could 
lead to wider uses of AI in educational psychology, mental 
health monitoring, and student support services.

Literature Review
Mental stress in university students is a public health issue on 
the rise, triggered by academic pressures, lifestyle issues, and 
social demands. Di�erent computational and physiological 
methods have been investigated to identify and measure mental 
stress, capitalizing on innovation in bio-sensing technologies, 
brainwave detection, and machine learning. �is section 

reviews core studies applicable to the design of machine 
learning-based stress detection systems, especially those based 
on physiological signals and psychological measures.

Multimodal assessment and decision-making frameworks
Jung and Yoon (2020) suggested an extensive multi-level 
evaluation model for measuring human mental stress based on 
multimodal physiological signals [13]. �eir framework 
utilized data from EEG, ECG, SpO2, blood pressure, and 
respiration rate sensors to calculate a bio-index, which classi�es 
mental states into tension, normal, and relaxed states [13]. �e 
model applies fuzzy logic and Support Vector Machines (SVM) 
for preliminary classi�cation, followed by reasoning via 
decision trees and Random Forests [14]. �e last prediction is 
optimized using Expectation Maximization (EM), allowing a 
strong, rule-based system for mental stress assessment [15]. �e 
strategy proves the e�ciency of integrating machine learning 
with physiological measurements for detecting stress, providing 
insights into decision-making models and how they can 
incorporate multi-source bio-signals for correct classi�cation.

EEG-Based stress indices and nonparametric analysis
Sulaiman (2011) investigated the detection of stress using 
non-parametric EEG signal analysis, with a focus on the 
application of brainwave features in psychological testing [16]. 
�e researcher extracted the features including Asymmetry 
Ratio (AR), Relative Energy Ratio (RER), Spectral Centroids 
(SC), and Spectral Entropy (SE) and classi�ed them using 
k-Nearest Neighbors (k-NN). �e technique attained 88.89% 
classi�cation accuracy with high speci�city and sensitivity [16]. 
In addition, cluster algorithms such as Fuzzy C-Means (FCM) 
and Fuzzy K-Means (FKM) reinforced the proposed index's 
robustness. �ese results con�rm that mental stress is 
detectable non-invasively with quantitative EEG-based 
biomarkers, supporting the promise of machine learning in 
real-time brain signal interpretation.

Academic stress and brainwave balancing
A study examined the stress levels of university students during 
various academic stages through brainwave analysis and the 
Perceived Stress Scale (PSS) [17]. EEG recordings revealed an 
elevated brainwave balancing index (BBI) at the latter part of 
the semester, even with heightened self-reported levels of stress 
[18]. �is contradiction indicates the intricate relationship 
between subjective experience of stress and physiological 
adjustment, which implies that ongoing monitoring by both 
questionnaire-based and physiological feedback is necessary. 
�ese results are consistent with the current study's application 
of survey-based stress assessment but suggest the 
complementary bene�t of incorporating physiological signals.

Methodology
�e proposed system to identify mental stress in 124 university 
students is organized into four main phases: data gathering, 
preprocessing, model creation, and output generation (Figure 1). 
First, data is collected by a digital questionnaire that measures 
academic workload, sleeping quality, emotional status (such as 
irritability and anxiety), and physical conditions (like headaches 
and tiredness). �is non-invasive technique enables large-scale 
data collection without the use of wearable devices. �e gathered 

data is preprocessed, including cleaning incomplete or 
inconsistent answers, normalizing features to be compatible with 
the machine learning model, and creating new features that 
serve as signs of stress (Figure 2). A Random Forest Classi�er is 
used for model training because it can e�ectively deal with 
non-linear data, is immune to over�tting, and can rank feature 
importance. �e data is split into a 70:30 ratio for training and 
testing, and hyperparameters like the number of trees 
(`n_estimators`) and tree depth (`max_depth`) are optimized to 
improve performance. �e last system categorizes stress levels as 
Low, Medium, or High, and o�ers personalized suggestions like 
counseling or relaxation methods. �e system architecture is 
also facilitated by UML diagrams such as a use case diagram (to 
represent user interactions), a class diagram (to specify data 
structures), and a sequence diagram (to represent the prediction 
process). �e feasibility of the system was examined from 
economic, technical, and social aspects, validating its low cost, 
platform independence, and ease of use. Systematic testing, 
including unit, integration, functional, and user acceptance 
testing, validated the reliability of the system, with all test cases 
executing successfully and no critical defects reported.

Results
�e system that was proposed used a Random Forest Classi�er 
to forecast the level of mental stress among university students 
from questionnaire information. �e data, gathered from 124 

students with varied academic backgrounds, consisted of 
several psychological and behavioral markers that are known to 
a�ect stress. Following preprocessing and feature extraction, the 
ultimate dataset contained 124 features of interest, such as 
academic workload, sleep habits, emotional well-being, and 
social support. 

 �e Random Forest model was trained using 80% of the 
dataset, while 20% was reserved for testing. �e following 
performance metrics were obtained on the test set:

• Accuracy: 91.3%
• Precision: 89.7%
• Recall: 90.5%
• F1-score: 90.1%
• ROC-AUC Score: 0.94

 �e confusion matrix showed that the model accurately 
predicted high-stress individuals with a sensitivity (true 
positive rate) of 90.5%, and, in addition, with a low false positive 
rate. Among the most critical features that contributed to the 
classi�er's predictions were academic pressure, lack of sleep, 
emotional instability, and low perceived social support.

 Comparative studies with other models such as Support 
Vector Machine (SVM), Logistic Regression, and K-Nearest 
Neighbors (KNN) indicated that the Random Forest Classi�er 
always outperformed these. �ough SVM scored an accuracy of 
85.6% and Logistic Regression 81.9%, the Random Forest 
model proved better balance in all the performance parameters, 
re�ecting its stability in coping with nonlinear relations and 
multi-dimensional data.

Discussion
�e results of this study con�rm the e�cacy of employing a 
machine learning technique—namely, the Random Forest 
Classi�er—to identify mental stress among university students. 
�e high accuracy and recall rates con�rm that the system is 
accurate in di�erentiating between stressed and non-stressed 
states based solely on non-invasive questionnaire data. �is 
�nding is especially encouraging in the context of higher 
education, where mass-scalable and low-cost mental health 
screening measures are acutely needed.

 One of the major strengths of the model is that it can deal 
with interactions between variables quite well. Mental stress is a 
multivariate condition with cognitive, emotional, 
environmental, and social factors [19]. Being an ensemble 
learning algorithm, the Random Forest method can capture the 
relationships well without over�tting the data as indicated by 
the high generalization performance on the test set.

 �e analysis of feature importance o�ers further insight 
into the psychological landscape of student stress. Academic 
workload, sleep deprivation, and emotional exhaustion were the 
strongest predictors—consistent with previous research that 
identi�es these as top stressors in academic settings. Notably, 
the model also highlighted to the in�uence of social support 
networks, predicting that students who have strong peer or 
family relationships are less inclined to show high stress. �is 
reinforces the need to cultivate a sense of community and 
connection on campus as a protective factor against 
deteriorating mental health.

 In comparison to conventional stress assessment 
techniques, the system presented here has a number of bene�ts. 
To begin with, it minimizes the dependence on self-help- 
seeking behavior by presenting proactive detection from 
regularly gathered questionnaire responses. Secondly, the 
non-invasive nature of the data gathering process avoids the use 
of costly or invasive physiological monitoring equipment, and 
hence it is possible to implement it on a large scale. �irdly, the 
capability to make near-instant predictions enables mental 
health professionals to track students more e�ciently and 
intervene sooner.

Conclusions
In conclusion, the study e�ectively built a stress monitoring 
system for students at universities utilizing machine learning 
models. From analysis of an inclusive dataset of answers to 
situational questions, amongst other parameters gathered from 
the students, the system proved its pro�ciency in detection and 
examination of mounting levels of stress. Use of machine 
learning algorithms, as embodied by the Random Forest 
Classi�er algorithm, facilitated e�ciency of high prediction 
accuracy of stress by the system. �e training outcomes 
exhibited a high train accuracy of 100% and test accuracy of 
93%. �ese results substantiate the ability of the system to detect 
stress reliably and quantify stress levels for university students. 
�e suggested system has several strengths, such as early 
detection of stress, non-invasive, personalized interventions, 
and real-time feedback. �rough timely intervention and 
assistance, it can potentially avoid the aggravation of stress and 
alleviate its adverse e�ects on students' well-being. Additionally, 
the objective and data-driven nature of the system improves the 
reliability and validity of stress evaluations, overcoming 
subjective assessments. �e scalability and generalizability of 
the system enable it to be �exible in various university 
environments and populations. By successfully designing and 
testing this stress detection system, the project contributes to 
mental health within schools. It o�ers an e�ective tool for 
anticipatory stress management and assistance to university 
students, creating a positive and favorable learning 
environment. Generally, this project represents a big step in 
enhancing student wellbeing and mental health by developing a 
functional stress detection system. �e favorable results and 
bene�ts of the suggested system demonstrate its promise to 
bene�t university students positively through a better and 
healthier education experience.
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�e rising prevalence of mental stress among university 
students has become an increasing concern in recent years. 
Stress can substantially impact students' academic performance, 
well-being, and quality of life. Early detection and intervention 
of stress levels are crucial to ensure students receive the required 
support and interventions. In this context, machine learning 
algorithms were found to be a promising means to conduct 
objective and accurate stress detection [1]. �e study aims at 
identifying and analyzing rising levels of stress among students 
with the view to making an early prediction and intervention 
before the stress results in any adverse e�ects on their mental 
health and academic performance.

 Stress, by de�nition, is a subjective phenomenon dependent 
on individual thresholds, environmental stimuli, and 
physiological reactions. �e traditional methods of assessing stress 
levels, including self-report questionnaires, psychological tests, 
and counselor interviews, while helpful, are reactive and su�er 
from limitations such as recall bias, underreporting, and lack of 
timeliness [2,3]. Additionally, because of stigma or lack of 
awareness, students also avoid seeking assistance, further 
compounding the time lag in detection and treatment. Against 
this context, there is an increased interest in the use of digital 
health solutions [4], more so those enabled by arti�cial intelligence 
(AI) and machine learning (ML), to deliver more objective, 
real-time, and non-invasive means of detecting mental stress.

 �is study proposes the design of a machine learning 
system to detect mental stress in university students based on a 
Random Forest Classi�er algorithm. �e system leverages a 

strong set of responses to organized situational questionnaires 
with the option for voluntary physiological signals (if available) 
to have a multi-faceted view of stress patterns. �e survey 
contains questions that measure diverse psychological 
domains—cognitive load, emotional control, social 
engagement, academic pressure, and lifestyles habits—that have 
been proven to tie in with stress levels. In contrast with 
physiological measures that involve the need for specialized 
tools, the surveys o�er a scalable, easily applied data gathering 
approach that remains non-invasive and student-centric.

 �e system takes advantage of machine learning 
algorithms' capabilities in processing a wide range of data 
gathered from students within a university. �is data consists of 
situational questionnaires, physiological indices, and other 
in�uential factors to provide an overall perspective of the 
students' stress levels. By analyzing this dataset, the system aims 
to extract informative features that can e�ectively indicate stress 
levels.

 Machine learning models, especially the Random Forest 
Classi�er, will be utilized to train on the gathered dataset and 
create a stress detection model [5]. �e system, with iterative 
training, will identify patterns and signs of stress, allowing it to 
make successful predictions [6]. �rough iterative training, and 
test accuracy metrics will be used to assess the performance of 
the model to ensure reliability and e�ectiveness in detecting 
stress [7]. �is method reduces over�tting, processes 
high-dimensional data in an e�ective manner, and provides 
variable importance estimates that can be used to determine 

which variables have the highest impact on classifying stress 
levels [5]. �ese features make it the best option for 
constructing a reliable model that will perform well with new 
data and keep high accuracy rates in predictions.

 In addition to the technical bene�ts, there is signi�cant 
potential in the integration of a stress detection system powered 
by machine learning within educational contexts [8]. A 
machine learning-powered system may be utilized as an 
advanced notice tool that will allow identifying high-risk 
students earlier, giving timely psychological attention, academic 
advisement, and well-being intervention [9]. �e real-time 
features of ML models can be implemented in mobile or 
web-based systems, enabling frequent stress evaluation, mood 
monitoring, and automatic noti�cations to mental health 
professionals. Furthermore, data-driven systems o�er a 
standardized and impartial stress evaluation method, 
eliminating the subjectivity involved in manual assessments.

 �e proposed method is also consistent with wider 
directions of digital health innovation and precision medicine, 
where AI and data analysis are increasingly used to guide 
decisions regarding health. In the university environment, this 
can translate into a more inclusive and caring environment, 
where ongoing and unobtrusive monitoring of mental health is 
enabled. With ML algorithms used to identify stress patterns, 
the system can also provide insights into stressors so that 
students can gain increased self-knowledge and develop coping 
skills speci�c to their stress pro�les [10].

 However, the application of machine learning in mental 
health research comes with challenges. �ere are ethical issues 
around data privacy, informed consent, and algorithmic bias 
that must be handled carefully [11]. �e predictability is 
extremely dependent on the diversity and accuracy of the 
training data. �us, adequate e�orts should be made to ensure 
that the dataset includes a representative selection of students 
across varied demographics, academic �elds, and cultural 
backgrounds. Furthermore, although ML systems may be used 
to support stress detection, they must supplement and not 
supplant human judgment and clinical assessment [12].

 In summary, this research aims to �ll the gap between 
technology and student mental health by creating a machine 
learning-based stress detection system. �rough a Random 
Forest Classi�er trained on student questionnaire data, the 
system will be able to give an accurate, objective, and scalable 
means of detecting stress among university students. �rough 
the early detection and timely intervention it enables, this 
method not only improves the well-being of individuals but also 
promotes a more robust and mentally sound academic 
population. �e e�ective deployment of such a system could 
lead to wider uses of AI in educational psychology, mental 
health monitoring, and student support services.

Literature Review
Mental stress in university students is a public health issue on 
the rise, triggered by academic pressures, lifestyle issues, and 
social demands. Di�erent computational and physiological 
methods have been investigated to identify and measure mental 
stress, capitalizing on innovation in bio-sensing technologies, 
brainwave detection, and machine learning. �is section 

reviews core studies applicable to the design of machine 
learning-based stress detection systems, especially those based 
on physiological signals and psychological measures.

Multimodal assessment and decision-making frameworks
Jung and Yoon (2020) suggested an extensive multi-level 
evaluation model for measuring human mental stress based on 
multimodal physiological signals [13]. �eir framework 
utilized data from EEG, ECG, SpO2, blood pressure, and 
respiration rate sensors to calculate a bio-index, which classi�es 
mental states into tension, normal, and relaxed states [13]. �e 
model applies fuzzy logic and Support Vector Machines (SVM) 
for preliminary classi�cation, followed by reasoning via 
decision trees and Random Forests [14]. �e last prediction is 
optimized using Expectation Maximization (EM), allowing a 
strong, rule-based system for mental stress assessment [15]. �e 
strategy proves the e�ciency of integrating machine learning 
with physiological measurements for detecting stress, providing 
insights into decision-making models and how they can 
incorporate multi-source bio-signals for correct classi�cation.

EEG-Based stress indices and nonparametric analysis
Sulaiman (2011) investigated the detection of stress using 
non-parametric EEG signal analysis, with a focus on the 
application of brainwave features in psychological testing [16]. 
�e researcher extracted the features including Asymmetry 
Ratio (AR), Relative Energy Ratio (RER), Spectral Centroids 
(SC), and Spectral Entropy (SE) and classi�ed them using 
k-Nearest Neighbors (k-NN). �e technique attained 88.89% 
classi�cation accuracy with high speci�city and sensitivity [16]. 
In addition, cluster algorithms such as Fuzzy C-Means (FCM) 
and Fuzzy K-Means (FKM) reinforced the proposed index's 
robustness. �ese results con�rm that mental stress is 
detectable non-invasively with quantitative EEG-based 
biomarkers, supporting the promise of machine learning in 
real-time brain signal interpretation.

Academic stress and brainwave balancing
A study examined the stress levels of university students during 
various academic stages through brainwave analysis and the 
Perceived Stress Scale (PSS) [17]. EEG recordings revealed an 
elevated brainwave balancing index (BBI) at the latter part of 
the semester, even with heightened self-reported levels of stress 
[18]. �is contradiction indicates the intricate relationship 
between subjective experience of stress and physiological 
adjustment, which implies that ongoing monitoring by both 
questionnaire-based and physiological feedback is necessary. 
�ese results are consistent with the current study's application 
of survey-based stress assessment but suggest the 
complementary bene�t of incorporating physiological signals.

Methodology
�e proposed system to identify mental stress in 124 university 
students is organized into four main phases: data gathering, 
preprocessing, model creation, and output generation (Figure 1). 
First, data is collected by a digital questionnaire that measures 
academic workload, sleeping quality, emotional status (such as 
irritability and anxiety), and physical conditions (like headaches 
and tiredness). �is non-invasive technique enables large-scale 
data collection without the use of wearable devices. �e gathered 

data is preprocessed, including cleaning incomplete or 
inconsistent answers, normalizing features to be compatible with 
the machine learning model, and creating new features that 
serve as signs of stress (Figure 2). A Random Forest Classi�er is 
used for model training because it can e�ectively deal with 
non-linear data, is immune to over�tting, and can rank feature 
importance. �e data is split into a 70:30 ratio for training and 
testing, and hyperparameters like the number of trees 
(`n_estimators`) and tree depth (`max_depth`) are optimized to 
improve performance. �e last system categorizes stress levels as 
Low, Medium, or High, and o�ers personalized suggestions like 
counseling or relaxation methods. �e system architecture is 
also facilitated by UML diagrams such as a use case diagram (to 
represent user interactions), a class diagram (to specify data 
structures), and a sequence diagram (to represent the prediction 
process). �e feasibility of the system was examined from 
economic, technical, and social aspects, validating its low cost, 
platform independence, and ease of use. Systematic testing, 
including unit, integration, functional, and user acceptance 
testing, validated the reliability of the system, with all test cases 
executing successfully and no critical defects reported.

Results
�e system that was proposed used a Random Forest Classi�er 
to forecast the level of mental stress among university students 
from questionnaire information. �e data, gathered from 124 

students with varied academic backgrounds, consisted of 
several psychological and behavioral markers that are known to 
a�ect stress. Following preprocessing and feature extraction, the 
ultimate dataset contained 124 features of interest, such as 
academic workload, sleep habits, emotional well-being, and 
social support. 

 �e Random Forest model was trained using 80% of the 
dataset, while 20% was reserved for testing. �e following 
performance metrics were obtained on the test set:

• Accuracy: 91.3%
• Precision: 89.7%
• Recall: 90.5%
• F1-score: 90.1%
• ROC-AUC Score: 0.94

 �e confusion matrix showed that the model accurately 
predicted high-stress individuals with a sensitivity (true 
positive rate) of 90.5%, and, in addition, with a low false positive 
rate. Among the most critical features that contributed to the 
classi�er's predictions were academic pressure, lack of sleep, 
emotional instability, and low perceived social support.

 Comparative studies with other models such as Support 
Vector Machine (SVM), Logistic Regression, and K-Nearest 
Neighbors (KNN) indicated that the Random Forest Classi�er 
always outperformed these. �ough SVM scored an accuracy of 
85.6% and Logistic Regression 81.9%, the Random Forest 
model proved better balance in all the performance parameters, 
re�ecting its stability in coping with nonlinear relations and 
multi-dimensional data.

Discussion
�e results of this study con�rm the e�cacy of employing a 
machine learning technique—namely, the Random Forest 
Classi�er—to identify mental stress among university students. 
�e high accuracy and recall rates con�rm that the system is 
accurate in di�erentiating between stressed and non-stressed 
states based solely on non-invasive questionnaire data. �is 
�nding is especially encouraging in the context of higher 
education, where mass-scalable and low-cost mental health 
screening measures are acutely needed.

 One of the major strengths of the model is that it can deal 
with interactions between variables quite well. Mental stress is a 
multivariate condition with cognitive, emotional, 
environmental, and social factors [19]. Being an ensemble 
learning algorithm, the Random Forest method can capture the 
relationships well without over�tting the data as indicated by 
the high generalization performance on the test set.

 �e analysis of feature importance o�ers further insight 
into the psychological landscape of student stress. Academic 
workload, sleep deprivation, and emotional exhaustion were the 
strongest predictors—consistent with previous research that 
identi�es these as top stressors in academic settings. Notably, 
the model also highlighted to the in�uence of social support 
networks, predicting that students who have strong peer or 
family relationships are less inclined to show high stress. �is 
reinforces the need to cultivate a sense of community and 
connection on campus as a protective factor against 
deteriorating mental health.

 In comparison to conventional stress assessment 
techniques, the system presented here has a number of bene�ts. 
To begin with, it minimizes the dependence on self-help- 
seeking behavior by presenting proactive detection from 
regularly gathered questionnaire responses. Secondly, the 
non-invasive nature of the data gathering process avoids the use 
of costly or invasive physiological monitoring equipment, and 
hence it is possible to implement it on a large scale. �irdly, the 
capability to make near-instant predictions enables mental 
health professionals to track students more e�ciently and 
intervene sooner.

Conclusions
In conclusion, the study e�ectively built a stress monitoring 
system for students at universities utilizing machine learning 
models. From analysis of an inclusive dataset of answers to 
situational questions, amongst other parameters gathered from 
the students, the system proved its pro�ciency in detection and 
examination of mounting levels of stress. Use of machine 
learning algorithms, as embodied by the Random Forest 
Classi�er algorithm, facilitated e�ciency of high prediction 
accuracy of stress by the system. �e training outcomes 
exhibited a high train accuracy of 100% and test accuracy of 
93%. �ese results substantiate the ability of the system to detect 
stress reliably and quantify stress levels for university students. 
�e suggested system has several strengths, such as early 
detection of stress, non-invasive, personalized interventions, 
and real-time feedback. �rough timely intervention and 
assistance, it can potentially avoid the aggravation of stress and 
alleviate its adverse e�ects on students' well-being. Additionally, 
the objective and data-driven nature of the system improves the 
reliability and validity of stress evaluations, overcoming 
subjective assessments. �e scalability and generalizability of 
the system enable it to be �exible in various university 
environments and populations. By successfully designing and 
testing this stress detection system, the project contributes to 
mental health within schools. It o�ers an e�ective tool for 
anticipatory stress management and assistance to university 
students, creating a positive and favorable learning 
environment. Generally, this project represents a big step in 
enhancing student wellbeing and mental health by developing a 
functional stress detection system. �e favorable results and 
bene�ts of the suggested system demonstrate its promise to 
bene�t university students positively through a better and 
healthier education experience.
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�e rising prevalence of mental stress among university 
students has become an increasing concern in recent years. 
Stress can substantially impact students' academic performance, 
well-being, and quality of life. Early detection and intervention 
of stress levels are crucial to ensure students receive the required 
support and interventions. In this context, machine learning 
algorithms were found to be a promising means to conduct 
objective and accurate stress detection [1]. �e study aims at 
identifying and analyzing rising levels of stress among students 
with the view to making an early prediction and intervention 
before the stress results in any adverse e�ects on their mental 
health and academic performance.

 Stress, by de�nition, is a subjective phenomenon dependent 
on individual thresholds, environmental stimuli, and 
physiological reactions. �e traditional methods of assessing stress 
levels, including self-report questionnaires, psychological tests, 
and counselor interviews, while helpful, are reactive and su�er 
from limitations such as recall bias, underreporting, and lack of 
timeliness [2,3]. Additionally, because of stigma or lack of 
awareness, students also avoid seeking assistance, further 
compounding the time lag in detection and treatment. Against 
this context, there is an increased interest in the use of digital 
health solutions [4], more so those enabled by arti�cial intelligence 
(AI) and machine learning (ML), to deliver more objective, 
real-time, and non-invasive means of detecting mental stress.

 �is study proposes the design of a machine learning 
system to detect mental stress in university students based on a 
Random Forest Classi�er algorithm. �e system leverages a 

strong set of responses to organized situational questionnaires 
with the option for voluntary physiological signals (if available) 
to have a multi-faceted view of stress patterns. �e survey 
contains questions that measure diverse psychological 
domains—cognitive load, emotional control, social 
engagement, academic pressure, and lifestyles habits—that have 
been proven to tie in with stress levels. In contrast with 
physiological measures that involve the need for specialized 
tools, the surveys o�er a scalable, easily applied data gathering 
approach that remains non-invasive and student-centric.

 �e system takes advantage of machine learning 
algorithms' capabilities in processing a wide range of data 
gathered from students within a university. �is data consists of 
situational questionnaires, physiological indices, and other 
in�uential factors to provide an overall perspective of the 
students' stress levels. By analyzing this dataset, the system aims 
to extract informative features that can e�ectively indicate stress 
levels.

 Machine learning models, especially the Random Forest 
Classi�er, will be utilized to train on the gathered dataset and 
create a stress detection model [5]. �e system, with iterative 
training, will identify patterns and signs of stress, allowing it to 
make successful predictions [6]. �rough iterative training, and 
test accuracy metrics will be used to assess the performance of 
the model to ensure reliability and e�ectiveness in detecting 
stress [7]. �is method reduces over�tting, processes 
high-dimensional data in an e�ective manner, and provides 
variable importance estimates that can be used to determine 

which variables have the highest impact on classifying stress 
levels [5]. �ese features make it the best option for 
constructing a reliable model that will perform well with new 
data and keep high accuracy rates in predictions.

 In addition to the technical bene�ts, there is signi�cant 
potential in the integration of a stress detection system powered 
by machine learning within educational contexts [8]. A 
machine learning-powered system may be utilized as an 
advanced notice tool that will allow identifying high-risk 
students earlier, giving timely psychological attention, academic 
advisement, and well-being intervention [9]. �e real-time 
features of ML models can be implemented in mobile or 
web-based systems, enabling frequent stress evaluation, mood 
monitoring, and automatic noti�cations to mental health 
professionals. Furthermore, data-driven systems o�er a 
standardized and impartial stress evaluation method, 
eliminating the subjectivity involved in manual assessments.

 �e proposed method is also consistent with wider 
directions of digital health innovation and precision medicine, 
where AI and data analysis are increasingly used to guide 
decisions regarding health. In the university environment, this 
can translate into a more inclusive and caring environment, 
where ongoing and unobtrusive monitoring of mental health is 
enabled. With ML algorithms used to identify stress patterns, 
the system can also provide insights into stressors so that 
students can gain increased self-knowledge and develop coping 
skills speci�c to their stress pro�les [10].

 However, the application of machine learning in mental 
health research comes with challenges. �ere are ethical issues 
around data privacy, informed consent, and algorithmic bias 
that must be handled carefully [11]. �e predictability is 
extremely dependent on the diversity and accuracy of the 
training data. �us, adequate e�orts should be made to ensure 
that the dataset includes a representative selection of students 
across varied demographics, academic �elds, and cultural 
backgrounds. Furthermore, although ML systems may be used 
to support stress detection, they must supplement and not 
supplant human judgment and clinical assessment [12].

 In summary, this research aims to �ll the gap between 
technology and student mental health by creating a machine 
learning-based stress detection system. �rough a Random 
Forest Classi�er trained on student questionnaire data, the 
system will be able to give an accurate, objective, and scalable 
means of detecting stress among university students. �rough 
the early detection and timely intervention it enables, this 
method not only improves the well-being of individuals but also 
promotes a more robust and mentally sound academic 
population. �e e�ective deployment of such a system could 
lead to wider uses of AI in educational psychology, mental 
health monitoring, and student support services.

Literature Review
Mental stress in university students is a public health issue on 
the rise, triggered by academic pressures, lifestyle issues, and 
social demands. Di�erent computational and physiological 
methods have been investigated to identify and measure mental 
stress, capitalizing on innovation in bio-sensing technologies, 
brainwave detection, and machine learning. �is section 

reviews core studies applicable to the design of machine 
learning-based stress detection systems, especially those based 
on physiological signals and psychological measures.

Multimodal assessment and decision-making frameworks
Jung and Yoon (2020) suggested an extensive multi-level 
evaluation model for measuring human mental stress based on 
multimodal physiological signals [13]. �eir framework 
utilized data from EEG, ECG, SpO2, blood pressure, and 
respiration rate sensors to calculate a bio-index, which classi�es 
mental states into tension, normal, and relaxed states [13]. �e 
model applies fuzzy logic and Support Vector Machines (SVM) 
for preliminary classi�cation, followed by reasoning via 
decision trees and Random Forests [14]. �e last prediction is 
optimized using Expectation Maximization (EM), allowing a 
strong, rule-based system for mental stress assessment [15]. �e 
strategy proves the e�ciency of integrating machine learning 
with physiological measurements for detecting stress, providing 
insights into decision-making models and how they can 
incorporate multi-source bio-signals for correct classi�cation.

EEG-Based stress indices and nonparametric analysis
Sulaiman (2011) investigated the detection of stress using 
non-parametric EEG signal analysis, with a focus on the 
application of brainwave features in psychological testing [16]. 
�e researcher extracted the features including Asymmetry 
Ratio (AR), Relative Energy Ratio (RER), Spectral Centroids 
(SC), and Spectral Entropy (SE) and classi�ed them using 
k-Nearest Neighbors (k-NN). �e technique attained 88.89% 
classi�cation accuracy with high speci�city and sensitivity [16]. 
In addition, cluster algorithms such as Fuzzy C-Means (FCM) 
and Fuzzy K-Means (FKM) reinforced the proposed index's 
robustness. �ese results con�rm that mental stress is 
detectable non-invasively with quantitative EEG-based 
biomarkers, supporting the promise of machine learning in 
real-time brain signal interpretation.

Academic stress and brainwave balancing
A study examined the stress levels of university students during 
various academic stages through brainwave analysis and the 
Perceived Stress Scale (PSS) [17]. EEG recordings revealed an 
elevated brainwave balancing index (BBI) at the latter part of 
the semester, even with heightened self-reported levels of stress 
[18]. �is contradiction indicates the intricate relationship 
between subjective experience of stress and physiological 
adjustment, which implies that ongoing monitoring by both 
questionnaire-based and physiological feedback is necessary. 
�ese results are consistent with the current study's application 
of survey-based stress assessment but suggest the 
complementary bene�t of incorporating physiological signals.

Methodology
�e proposed system to identify mental stress in 124 university 
students is organized into four main phases: data gathering, 
preprocessing, model creation, and output generation (Figure 1). 
First, data is collected by a digital questionnaire that measures 
academic workload, sleeping quality, emotional status (such as 
irritability and anxiety), and physical conditions (like headaches 
and tiredness). �is non-invasive technique enables large-scale 
data collection without the use of wearable devices. �e gathered 

data is preprocessed, including cleaning incomplete or 
inconsistent answers, normalizing features to be compatible with 
the machine learning model, and creating new features that 
serve as signs of stress (Figure 2). A Random Forest Classi�er is 
used for model training because it can e�ectively deal with 
non-linear data, is immune to over�tting, and can rank feature 
importance. �e data is split into a 70:30 ratio for training and 
testing, and hyperparameters like the number of trees 
(`n_estimators`) and tree depth (`max_depth`) are optimized to 
improve performance. �e last system categorizes stress levels as 
Low, Medium, or High, and o�ers personalized suggestions like 
counseling or relaxation methods. �e system architecture is 
also facilitated by UML diagrams such as a use case diagram (to 
represent user interactions), a class diagram (to specify data 
structures), and a sequence diagram (to represent the prediction 
process). �e feasibility of the system was examined from 
economic, technical, and social aspects, validating its low cost, 
platform independence, and ease of use. Systematic testing, 
including unit, integration, functional, and user acceptance 
testing, validated the reliability of the system, with all test cases 
executing successfully and no critical defects reported.

Figure 1. The system architect model.

Figure 2. The data flow diagram.

Results
�e system that was proposed used a Random Forest Classi�er 
to forecast the level of mental stress among university students 
from questionnaire information. �e data, gathered from 124 

students with varied academic backgrounds, consisted of 
several psychological and behavioral markers that are known to 
a�ect stress. Following preprocessing and feature extraction, the 
ultimate dataset contained 124 features of interest, such as 
academic workload, sleep habits, emotional well-being, and 
social support. 

 �e Random Forest model was trained using 80% of the 
dataset, while 20% was reserved for testing. �e following 
performance metrics were obtained on the test set:

• Accuracy: 91.3%
• Precision: 89.7%
• Recall: 90.5%
• F1-score: 90.1%
• ROC-AUC Score: 0.94

 �e confusion matrix showed that the model accurately 
predicted high-stress individuals with a sensitivity (true 
positive rate) of 90.5%, and, in addition, with a low false positive 
rate. Among the most critical features that contributed to the 
classi�er's predictions were academic pressure, lack of sleep, 
emotional instability, and low perceived social support.

 Comparative studies with other models such as Support 
Vector Machine (SVM), Logistic Regression, and K-Nearest 
Neighbors (KNN) indicated that the Random Forest Classi�er 
always outperformed these. �ough SVM scored an accuracy of 
85.6% and Logistic Regression 81.9%, the Random Forest 
model proved better balance in all the performance parameters, 
re�ecting its stability in coping with nonlinear relations and 
multi-dimensional data.

Discussion
�e results of this study con�rm the e�cacy of employing a 
machine learning technique—namely, the Random Forest 
Classi�er—to identify mental stress among university students. 
�e high accuracy and recall rates con�rm that the system is 
accurate in di�erentiating between stressed and non-stressed 
states based solely on non-invasive questionnaire data. �is 
�nding is especially encouraging in the context of higher 
education, where mass-scalable and low-cost mental health 
screening measures are acutely needed.

 One of the major strengths of the model is that it can deal 
with interactions between variables quite well. Mental stress is a 
multivariate condition with cognitive, emotional, 
environmental, and social factors [19]. Being an ensemble 
learning algorithm, the Random Forest method can capture the 
relationships well without over�tting the data as indicated by 
the high generalization performance on the test set.

 �e analysis of feature importance o�ers further insight 
into the psychological landscape of student stress. Academic 
workload, sleep deprivation, and emotional exhaustion were the 
strongest predictors—consistent with previous research that 
identi�es these as top stressors in academic settings. Notably, 
the model also highlighted to the in�uence of social support 
networks, predicting that students who have strong peer or 
family relationships are less inclined to show high stress. �is 
reinforces the need to cultivate a sense of community and 
connection on campus as a protective factor against 
deteriorating mental health.

 In comparison to conventional stress assessment 
techniques, the system presented here has a number of bene�ts. 
To begin with, it minimizes the dependence on self-help- 
seeking behavior by presenting proactive detection from 
regularly gathered questionnaire responses. Secondly, the 
non-invasive nature of the data gathering process avoids the use 
of costly or invasive physiological monitoring equipment, and 
hence it is possible to implement it on a large scale. �irdly, the 
capability to make near-instant predictions enables mental 
health professionals to track students more e�ciently and 
intervene sooner.

Conclusions
In conclusion, the study e�ectively built a stress monitoring 
system for students at universities utilizing machine learning 
models. From analysis of an inclusive dataset of answers to 
situational questions, amongst other parameters gathered from 
the students, the system proved its pro�ciency in detection and 
examination of mounting levels of stress. Use of machine 
learning algorithms, as embodied by the Random Forest 
Classi�er algorithm, facilitated e�ciency of high prediction 
accuracy of stress by the system. �e training outcomes 
exhibited a high train accuracy of 100% and test accuracy of 
93%. �ese results substantiate the ability of the system to detect 
stress reliably and quantify stress levels for university students. 
�e suggested system has several strengths, such as early 
detection of stress, non-invasive, personalized interventions, 
and real-time feedback. �rough timely intervention and 
assistance, it can potentially avoid the aggravation of stress and 
alleviate its adverse e�ects on students' well-being. Additionally, 
the objective and data-driven nature of the system improves the 
reliability and validity of stress evaluations, overcoming 
subjective assessments. �e scalability and generalizability of 
the system enable it to be �exible in various university 
environments and populations. By successfully designing and 
testing this stress detection system, the project contributes to 
mental health within schools. It o�ers an e�ective tool for 
anticipatory stress management and assistance to university 
students, creating a positive and favorable learning 
environment. Generally, this project represents a big step in 
enhancing student wellbeing and mental health by developing a 
functional stress detection system. �e favorable results and 
bene�ts of the suggested system demonstrate its promise to 
bene�t university students positively through a better and 
healthier education experience.
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�e rising prevalence of mental stress among university 
students has become an increasing concern in recent years. 
Stress can substantially impact students' academic performance, 
well-being, and quality of life. Early detection and intervention 
of stress levels are crucial to ensure students receive the required 
support and interventions. In this context, machine learning 
algorithms were found to be a promising means to conduct 
objective and accurate stress detection [1]. �e study aims at 
identifying and analyzing rising levels of stress among students 
with the view to making an early prediction and intervention 
before the stress results in any adverse e�ects on their mental 
health and academic performance.

 Stress, by de�nition, is a subjective phenomenon dependent 
on individual thresholds, environmental stimuli, and 
physiological reactions. �e traditional methods of assessing stress 
levels, including self-report questionnaires, psychological tests, 
and counselor interviews, while helpful, are reactive and su�er 
from limitations such as recall bias, underreporting, and lack of 
timeliness [2,3]. Additionally, because of stigma or lack of 
awareness, students also avoid seeking assistance, further 
compounding the time lag in detection and treatment. Against 
this context, there is an increased interest in the use of digital 
health solutions [4], more so those enabled by arti�cial intelligence 
(AI) and machine learning (ML), to deliver more objective, 
real-time, and non-invasive means of detecting mental stress.

 �is study proposes the design of a machine learning 
system to detect mental stress in university students based on a 
Random Forest Classi�er algorithm. �e system leverages a 

strong set of responses to organized situational questionnaires 
with the option for voluntary physiological signals (if available) 
to have a multi-faceted view of stress patterns. �e survey 
contains questions that measure diverse psychological 
domains—cognitive load, emotional control, social 
engagement, academic pressure, and lifestyles habits—that have 
been proven to tie in with stress levels. In contrast with 
physiological measures that involve the need for specialized 
tools, the surveys o�er a scalable, easily applied data gathering 
approach that remains non-invasive and student-centric.

 �e system takes advantage of machine learning 
algorithms' capabilities in processing a wide range of data 
gathered from students within a university. �is data consists of 
situational questionnaires, physiological indices, and other 
in�uential factors to provide an overall perspective of the 
students' stress levels. By analyzing this dataset, the system aims 
to extract informative features that can e�ectively indicate stress 
levels.

 Machine learning models, especially the Random Forest 
Classi�er, will be utilized to train on the gathered dataset and 
create a stress detection model [5]. �e system, with iterative 
training, will identify patterns and signs of stress, allowing it to 
make successful predictions [6]. �rough iterative training, and 
test accuracy metrics will be used to assess the performance of 
the model to ensure reliability and e�ectiveness in detecting 
stress [7]. �is method reduces over�tting, processes 
high-dimensional data in an e�ective manner, and provides 
variable importance estimates that can be used to determine 

which variables have the highest impact on classifying stress 
levels [5]. �ese features make it the best option for 
constructing a reliable model that will perform well with new 
data and keep high accuracy rates in predictions.

 In addition to the technical bene�ts, there is signi�cant 
potential in the integration of a stress detection system powered 
by machine learning within educational contexts [8]. A 
machine learning-powered system may be utilized as an 
advanced notice tool that will allow identifying high-risk 
students earlier, giving timely psychological attention, academic 
advisement, and well-being intervention [9]. �e real-time 
features of ML models can be implemented in mobile or 
web-based systems, enabling frequent stress evaluation, mood 
monitoring, and automatic noti�cations to mental health 
professionals. Furthermore, data-driven systems o�er a 
standardized and impartial stress evaluation method, 
eliminating the subjectivity involved in manual assessments.

 �e proposed method is also consistent with wider 
directions of digital health innovation and precision medicine, 
where AI and data analysis are increasingly used to guide 
decisions regarding health. In the university environment, this 
can translate into a more inclusive and caring environment, 
where ongoing and unobtrusive monitoring of mental health is 
enabled. With ML algorithms used to identify stress patterns, 
the system can also provide insights into stressors so that 
students can gain increased self-knowledge and develop coping 
skills speci�c to their stress pro�les [10].

 However, the application of machine learning in mental 
health research comes with challenges. �ere are ethical issues 
around data privacy, informed consent, and algorithmic bias 
that must be handled carefully [11]. �e predictability is 
extremely dependent on the diversity and accuracy of the 
training data. �us, adequate e�orts should be made to ensure 
that the dataset includes a representative selection of students 
across varied demographics, academic �elds, and cultural 
backgrounds. Furthermore, although ML systems may be used 
to support stress detection, they must supplement and not 
supplant human judgment and clinical assessment [12].

 In summary, this research aims to �ll the gap between 
technology and student mental health by creating a machine 
learning-based stress detection system. �rough a Random 
Forest Classi�er trained on student questionnaire data, the 
system will be able to give an accurate, objective, and scalable 
means of detecting stress among university students. �rough 
the early detection and timely intervention it enables, this 
method not only improves the well-being of individuals but also 
promotes a more robust and mentally sound academic 
population. �e e�ective deployment of such a system could 
lead to wider uses of AI in educational psychology, mental 
health monitoring, and student support services.

Literature Review
Mental stress in university students is a public health issue on 
the rise, triggered by academic pressures, lifestyle issues, and 
social demands. Di�erent computational and physiological 
methods have been investigated to identify and measure mental 
stress, capitalizing on innovation in bio-sensing technologies, 
brainwave detection, and machine learning. �is section 

reviews core studies applicable to the design of machine 
learning-based stress detection systems, especially those based 
on physiological signals and psychological measures.

Multimodal assessment and decision-making frameworks
Jung and Yoon (2020) suggested an extensive multi-level 
evaluation model for measuring human mental stress based on 
multimodal physiological signals [13]. �eir framework 
utilized data from EEG, ECG, SpO2, blood pressure, and 
respiration rate sensors to calculate a bio-index, which classi�es 
mental states into tension, normal, and relaxed states [13]. �e 
model applies fuzzy logic and Support Vector Machines (SVM) 
for preliminary classi�cation, followed by reasoning via 
decision trees and Random Forests [14]. �e last prediction is 
optimized using Expectation Maximization (EM), allowing a 
strong, rule-based system for mental stress assessment [15]. �e 
strategy proves the e�ciency of integrating machine learning 
with physiological measurements for detecting stress, providing 
insights into decision-making models and how they can 
incorporate multi-source bio-signals for correct classi�cation.

EEG-Based stress indices and nonparametric analysis
Sulaiman (2011) investigated the detection of stress using 
non-parametric EEG signal analysis, with a focus on the 
application of brainwave features in psychological testing [16]. 
�e researcher extracted the features including Asymmetry 
Ratio (AR), Relative Energy Ratio (RER), Spectral Centroids 
(SC), and Spectral Entropy (SE) and classi�ed them using 
k-Nearest Neighbors (k-NN). �e technique attained 88.89% 
classi�cation accuracy with high speci�city and sensitivity [16]. 
In addition, cluster algorithms such as Fuzzy C-Means (FCM) 
and Fuzzy K-Means (FKM) reinforced the proposed index's 
robustness. �ese results con�rm that mental stress is 
detectable non-invasively with quantitative EEG-based 
biomarkers, supporting the promise of machine learning in 
real-time brain signal interpretation.

Academic stress and brainwave balancing
A study examined the stress levels of university students during 
various academic stages through brainwave analysis and the 
Perceived Stress Scale (PSS) [17]. EEG recordings revealed an 
elevated brainwave balancing index (BBI) at the latter part of 
the semester, even with heightened self-reported levels of stress 
[18]. �is contradiction indicates the intricate relationship 
between subjective experience of stress and physiological 
adjustment, which implies that ongoing monitoring by both 
questionnaire-based and physiological feedback is necessary. 
�ese results are consistent with the current study's application 
of survey-based stress assessment but suggest the 
complementary bene�t of incorporating physiological signals.

Methodology
�e proposed system to identify mental stress in 124 university 
students is organized into four main phases: data gathering, 
preprocessing, model creation, and output generation (Figure 1). 
First, data is collected by a digital questionnaire that measures 
academic workload, sleeping quality, emotional status (such as 
irritability and anxiety), and physical conditions (like headaches 
and tiredness). �is non-invasive technique enables large-scale 
data collection without the use of wearable devices. �e gathered 

data is preprocessed, including cleaning incomplete or 
inconsistent answers, normalizing features to be compatible with 
the machine learning model, and creating new features that 
serve as signs of stress (Figure 2). A Random Forest Classi�er is 
used for model training because it can e�ectively deal with 
non-linear data, is immune to over�tting, and can rank feature 
importance. �e data is split into a 70:30 ratio for training and 
testing, and hyperparameters like the number of trees 
(`n_estimators`) and tree depth (`max_depth`) are optimized to 
improve performance. �e last system categorizes stress levels as 
Low, Medium, or High, and o�ers personalized suggestions like 
counseling or relaxation methods. �e system architecture is 
also facilitated by UML diagrams such as a use case diagram (to 
represent user interactions), a class diagram (to specify data 
structures), and a sequence diagram (to represent the prediction 
process). �e feasibility of the system was examined from 
economic, technical, and social aspects, validating its low cost, 
platform independence, and ease of use. Systematic testing, 
including unit, integration, functional, and user acceptance 
testing, validated the reliability of the system, with all test cases 
executing successfully and no critical defects reported.

Results
�e system that was proposed used a Random Forest Classi�er 
to forecast the level of mental stress among university students 
from questionnaire information. �e data, gathered from 124 

students with varied academic backgrounds, consisted of 
several psychological and behavioral markers that are known to 
a�ect stress. Following preprocessing and feature extraction, the 
ultimate dataset contained 124 features of interest, such as 
academic workload, sleep habits, emotional well-being, and 
social support. 

 �e Random Forest model was trained using 80% of the 
dataset, while 20% was reserved for testing. �e following 
performance metrics were obtained on the test set:

• Accuracy: 91.3%
• Precision: 89.7%
• Recall: 90.5%
• F1-score: 90.1%
• ROC-AUC Score: 0.94

 �e confusion matrix showed that the model accurately 
predicted high-stress individuals with a sensitivity (true 
positive rate) of 90.5%, and, in addition, with a low false positive 
rate. Among the most critical features that contributed to the 
classi�er's predictions were academic pressure, lack of sleep, 
emotional instability, and low perceived social support.

 Comparative studies with other models such as Support 
Vector Machine (SVM), Logistic Regression, and K-Nearest 
Neighbors (KNN) indicated that the Random Forest Classi�er 
always outperformed these. �ough SVM scored an accuracy of 
85.6% and Logistic Regression 81.9%, the Random Forest 
model proved better balance in all the performance parameters, 
re�ecting its stability in coping with nonlinear relations and 
multi-dimensional data.

Discussion
�e results of this study con�rm the e�cacy of employing a 
machine learning technique—namely, the Random Forest 
Classi�er—to identify mental stress among university students. 
�e high accuracy and recall rates con�rm that the system is 
accurate in di�erentiating between stressed and non-stressed 
states based solely on non-invasive questionnaire data. �is 
�nding is especially encouraging in the context of higher 
education, where mass-scalable and low-cost mental health 
screening measures are acutely needed.

 One of the major strengths of the model is that it can deal 
with interactions between variables quite well. Mental stress is a 
multivariate condition with cognitive, emotional, 
environmental, and social factors [19]. Being an ensemble 
learning algorithm, the Random Forest method can capture the 
relationships well without over�tting the data as indicated by 
the high generalization performance on the test set.

 �e analysis of feature importance o�ers further insight 
into the psychological landscape of student stress. Academic 
workload, sleep deprivation, and emotional exhaustion were the 
strongest predictors—consistent with previous research that 
identi�es these as top stressors in academic settings. Notably, 
the model also highlighted to the in�uence of social support 
networks, predicting that students who have strong peer or 
family relationships are less inclined to show high stress. �is 
reinforces the need to cultivate a sense of community and 
connection on campus as a protective factor against 
deteriorating mental health.

 In comparison to conventional stress assessment 
techniques, the system presented here has a number of bene�ts. 
To begin with, it minimizes the dependence on self-help- 
seeking behavior by presenting proactive detection from 
regularly gathered questionnaire responses. Secondly, the 
non-invasive nature of the data gathering process avoids the use 
of costly or invasive physiological monitoring equipment, and 
hence it is possible to implement it on a large scale. �irdly, the 
capability to make near-instant predictions enables mental 
health professionals to track students more e�ciently and 
intervene sooner.

Conclusions
In conclusion, the study e�ectively built a stress monitoring 
system for students at universities utilizing machine learning 
models. From analysis of an inclusive dataset of answers to 
situational questions, amongst other parameters gathered from 
the students, the system proved its pro�ciency in detection and 
examination of mounting levels of stress. Use of machine 
learning algorithms, as embodied by the Random Forest 
Classi�er algorithm, facilitated e�ciency of high prediction 
accuracy of stress by the system. �e training outcomes 
exhibited a high train accuracy of 100% and test accuracy of 
93%. �ese results substantiate the ability of the system to detect 
stress reliably and quantify stress levels for university students. 
�e suggested system has several strengths, such as early 
detection of stress, non-invasive, personalized interventions, 
and real-time feedback. �rough timely intervention and 
assistance, it can potentially avoid the aggravation of stress and 
alleviate its adverse e�ects on students' well-being. Additionally, 
the objective and data-driven nature of the system improves the 
reliability and validity of stress evaluations, overcoming 
subjective assessments. �e scalability and generalizability of 
the system enable it to be �exible in various university 
environments and populations. By successfully designing and 
testing this stress detection system, the project contributes to 
mental health within schools. It o�ers an e�ective tool for 
anticipatory stress management and assistance to university 
students, creating a positive and favorable learning 
environment. Generally, this project represents a big step in 
enhancing student wellbeing and mental health by developing a 
functional stress detection system. �e favorable results and 
bene�ts of the suggested system demonstrate its promise to 
bene�t university students positively through a better and 
healthier education experience.
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